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Abstract
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In this work, we address the problem of segmenting medical images in scenarios where

very few labeled examples are available for training. Leveraging the recent success

of adversarial learning for semi-supervised segmentation, we propose multiple novel

methods based on Generative Adversarial Networks (GANs) to train a segmentation

model with both labeled and unlabeled images. The first proposed method prevents

over-fitting by learning to discriminate between true and fake patches obtained by a

generator network. We also propose a novel cycle consistency loss based approach

for semi-supervised semantic segmentation. The proposed method is evaluated on

the problem of segmenting retinal images of DRIVE & STARE dataset and brain

MRI from the iSEG-2017 & MRBrainS 2013 datasets. Significant performance im-

provement is reported, compared to state-of-art segmentation networks trained in a

fully-supervised manner. In addition, our work presents a comprehensive analysis of
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different GAN architectures for semi-supervised segmentation, showing recent tech-

niques yield a higher performance than conventional adversarial training approaches.
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Chapter 1

Introduction

1.1 Motivation

With the relatively new breakthrough in large scale object recognition by Krizhevsky

et al.,(1), Convolutional Neural Networks (CNN) and ‘deep learning’(DL) have

achieved unprecedented success in numerous computer vision applications such as

object detection(2), semantic segmentation (3), video understanding (4), visual

question-answering (5) to list a few. Inspired by the flexibility of CNNs to adapt to

novel computer vision problems, a recent surge of interest has been instigated among

the medical image processing community to leverage the rich feature learning and

representation prowess of CNNs. In recent years, CNNs have been applied in nu-

merous medical image and video understanding pipelines such as segmenting areas

of interest from medical images (6; 7; 8; 9; 10) and sequences (11), medical video

understanding (12), reconstruction (13), anomaly region detection (14; 15; 16). The

list is by no means exhaustive; readers are encouraged to refer to (17) for a detailed

survey on applications of DL in medical image analysis.

However the success of DL comes at a price. CNN models are significantly com-

plex with millions of trainable parameters. For example, popular architectures such

as AlexNet (1) and VGG-Net(18) have 60 million and 138 million parameters re-

spectively. Such gigantic deep architectures easily overfit on small training datasets

with low training error but manifests high test error. Curating manually annotated

1
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dataset is both time consuming and costly. Even though for natural computer vi-

sion problems the current trend is to annotate large scale data with mechanical turks

(19), annotating medical data often requires domain specific experts. This instigates

the need for methods to train CNNs with limited amount of annotated data. Recent

regularization techniques such as dropout (20) and batch normalization (21) have

shown promise in preventing over fitting; however a small dataset with regulariza-

tion during training can easily lead to under fitting, wherein, during the training

phase itself, a CNN is unable to approximate the input to output functional map-

ping appreciably, thereby manifesting high error rates on both training and testing

data. Fine-tuning a pre-trained CNN (in most cases pre-trained for object recog-

nition on ImageNet) for specific medical imaging tasks (22) is the current trend to

train a CNN with limited annotated data. Though promising, fine-tuning methods

train a CNN by only annotating a fraction of available data, while the remaining

unannotated data remains unused.

Semi-supervised learning approaches alleviate the need for large sets of labeled sam-

ples by exploiting available non-annotated data. In such approaches, only a limited

number of samples with strong annotations are provided. A good generalization

can however be achieved by considering unlabeled samples, or samples with weak

annotations like image-level tags (23; 24; 25; 26), bounding boxes (27; 28) or scrib-

bles (29; 25), during training. Recently, approaches based on adversarial training,

and in particular Generative Adversarial Networks (GANs) (30), have shown great

potential for improving semantic segmentation in a semi-supervised setting (31; 32).

1.2 Related Work

Our method draws on recent successes of deep learning methods for semantic seg-

mentation, in particular semi-supervised and few-shot learning approaches based on

adversarial training.
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1.2.1 Semi-supervised learning

Several semi-supervised deep learning methods have been proposed for image seg-

mentation (33; 34; 35; 36). A common strategy, based on the principle of self-

training, involves updating network parameters and segmentation alternatively until

convergence (33). However, if initial class priors given by the network are inaccu-

rate, segmentation errors can occur and be propagated back to the network which

then re-amplifies these errors. Various techniques can be used to alleviate this prob-

lem, including model-based (37) or data-based (38; 36) distillation, which aggregate

the prediction of multiple teacher models or a single teacher trained with multiple

transformed versions of the data to learn a student model, and employing attention

modules (35). Yet, these approaches are relatively complex, as they require to train

multiple networks, and are thus not suitable when very few training samples are

available. Another popular approach consists in embedding the network’s output or

internal representation in a manifold space, such that images having similar char-

acteristics are near to each other (34). An important limitation of this approach is

its requirement for an explicit matching function, which may be hard to define in

practice.

1.2.2 Adversarial learning

Adversarial learning has also shown great promise for training deep segmentation

models with few strongly-annotated images (31; 32; 39; 40). An interesting approach

to include unlabeled images during training is to add an adversarial network in the

model, which must determine whether the output of the segmentation network cor-

responds to a labeled or unlabeled image (39; 40). This encourages the segmentation

network to have a similar distribution of outputs for images with and without anno-

tations, thereby helping generalization. A potential issue with this approach is that

the adversarial network can have a reverse effect, where the output for annotated

images becomes growingly similar to the incorrect segmentations obtained for unla-

beled images. A related strategy uses the discriminator to predict a confidence map

for the segmentation, enforcing this output to be maximum for annotated images

(32). For unlabeled images, areas of high confidence are used to update the seg-

mentation network in a self-teaching manner. The main limitation of this approach
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is that a confidence threshold must be provided, the value of which can affect the

performance. Up to date, only a single work has applied Generative Adversarial

Networks (GANs) for semi-supervised segmentation (31). However, it focused on

2D natural images, whereas the current work targets 3D multi-modal medical vol-

umes. Generating and segmenting 3D volumes brings additional challenges, such as

computational complexity and over-fitting.

1.3 Contribution

Our work addresses the problem of segmenting images from a semi-supervised learn-

ing perspective. We leverage the recent success of GANs to train a deep model with

a highly-limited training set of labeled images, without sacrificing the performance

of full supervision. The extra information is learned from the unlabeled dataset. We

chose challenging medical imaging datasets because it’s both expensive and time

consuming process to obtain annotated samples. The main contributions of this

work can be summarized as:

1. We provide a novel GAN based approach for semi-supervised semantic segmen-

tation and later improve the model by incorporating the concept of badGAN.

We tested the basic approach with 2D medical images of retina from DRIVE

and STARE dataset and then moved to more challenging 3D multimodal med-

ical images from brain MRI segmentation challenges like iSEG 2017 and MR

Brains 2013.

2. We provide another novel approach based on Cycle Consistency based Gen-

erative Adversarial Network which further improves the performance. This

method uses the segmenter model as generator unlike the previous one which

uses it as a discriminator.

3. We demonstrate that the proposed approach to significantly outperform state-

of-art segmentation networks like UNet when very few labeled training samples

are available using semi-supervised learning, and to achieve an accuracy close

to that of full supervision.
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4. A comprehensive analysis of different GAN architectures for semi-supervised

segmentation, where we show more recent techniques have a higher perfor-

mance than conventional adversarial training approaches.

1.4 Outline

This thesis is mainly divided into 4 chapters. It starts with a brief introduction

which includes motivation for this work, a brief literature review on related work

and finally summarizes our contribution. The second chapter starts with basic basic

background theories necessary to understand this work properly. The third chapter

describes the first part of this master’s thesis where a Discriminator based model

is proposed. It starts with the methodology and then provides detailed discussion

on the architecture used and the experiments we did to eexplore the working and

substantiate the utility of our model. We run experiments on both 2D and 3D med-

ical imaging datasets to establish this technique for all kinds of datasets. Chapter

4 introduces a new generator based model which showed to beat the discriminator

based models and a detailed comparison between all the models is provided. Finally

we conclude this entire work in that chapter.



Chapter 2

Background Theory

2.1 Introduction

The basic paradigm of deep learning is to discover rich, hierarchical models that

represent probability distributions over various kinds of data such as natural images,

audio waveforms containing speech, and symbols in natural language corpora. These

models can be of two kinds - discriminative or generative. Discriminative models,

which have been successfully used in many deep learning problems, usually map

a high-dimensional input to a class label. They essentially find the conditional

probability of the class label given the input. Deep generative models, on the other

hand, aim the learn the joint probability of the input and the class labels, that is,

the underlying probability distribution of the data generation process.

In the adversarial nets framework, the generative model is pitted against an adver-

sary: a discriminative model that learns to determine whether a sample is from the

model distribution or the data distribution. Competition in this game drives both

teams to improve their methods until the generated samples are indistinguishable

from the original data.

6
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2.2 Generative Adversarial Network

Generative adversarial network (GAN) (30) presents a two player min-max game

between a generator (G) and discriminator (D) network. The idea is to simultane-

ously train the D and G networks. G is trained to map random vectors z ∈ RZ

to synthetic image vector, x̃ = G(z). The objective of D network is to distinguish

between real examples, x ∼ pdata(x) , from synthetic examples, G(z) ∼ pG(z) gen-

erated by G. D(x) represents the probability that a sample x belongs to original

data distribution. Gradient of output of D with respect to its input is used by G to

update its own parameters. Specifically, D and G play a two player min-max game

with value function V(G,D):

min
G

max
D

V (D,G) = Ex∼pdata(x )[log D(x )] + Ez∼pz(z )[log (1−D(G(z ))]

Though, initially GAN was proposed as an approximate sampler from original data

distribution, the concept of adversarial learning have been successfully applied over

diversified computer vision applications such as image super resolution, image im-

painting, image-to-image translation and video frame prediction to name a few.

2.3 Deep Convolutional GAN

In recent years, supervised learning with convolutional networks (CNNs) has seen

huge adoption in computer vision applications. Comparatively, unsupervised learn-

ing with CNNs has received less attention. We can use convolutional networks in

the GAN framework to give rise to a new class of networks called deep convolutional

generative adversarial networks (DCGANs)(41). The basic framework of a genera-

tive adversarial network remains the same, however the generator and discriminator

networks are now convolutional networks.

The generator network is a deconvolutional neural network, composed of a number

of deconvolutional layers. Each such layer in the hierarchy groups information from

the layer beneath to form more complex features that exist over a larger scale in
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the image. The latent noise vector z goes through a series of such deconvolution

operations to give an image.

The discriminator network is a convolutional neural network, composed of a series of

convolutional layers. Each such layer in the hierarchy applies learned spatial filters to

the layer beneath to systematically form more abstract features. The discriminator

network takes an image as input and after passing it through a series of convolution

operations outputs a vector of probabilities corresponding to each output class.

2.4 Conditional GANs

Figure 2.1: Training a conditional GAN to map edges → photo. The discrim-
inator, D, learns to fool the discriminator. Unlike an unconditional GAN, both

the generator and discriminator observe the input edge map.

Figure 2.2: Two choices for the architecture of the generator. The “U-Net”
(42) is an encoder-decoder with skip connections between mirrored layers in the

encoder and decoder stacks.
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GANs are generative models that learn a mapping from random noise vector z to

output image y, G : z → y (30). In contrast, conditional GANs (43) learn a mapping

from observed image x and random noise vector z, to y, G : x, z → y. The generator

G is trained to produce outputs that cannot be distinguished from “real” images by

an adversarially trained discriminator, D, which is trained to do as well as possible

at detecting the generator’s “fakes”. This training procedure for image translation

with conditional GANs is shown in Figure 2.1.Two of the generator networks which

are generally used for this task are shown in Figure 2.2.

2.5 Cycle GANs

Figure 2.3: Paired training data (left) consists of training examples {xi, yi}Ni=1,
where the correspondence between xi and yi exists [22]. We instead consider
unpaired training data (right), consisting of a source set {xi}Ni=1(xiεX) and a
target set {yj}Nj=1(yiεY ), with no information provided as to which xi matches

which yj .

In CycleGANs(44), the goal is to learn mapping functions between two domains X

and Y given training samples {xi}Ni=1 where xiεX and {yj}Mj=1 where yjεY . The

training images to obtain the mapping need not be paired which makes it suitable

for applications which only have unpaired images as shown in Figure 2.3. We de-

note the data distribution as x ∼ pdata(x) and y ∼ pdata(y). As illustrated in Figure
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Figure 2.4: (a) The model contains two mapping functions G : X → Y and F :
Y → X, and associated adversarial discriminators DY and DX . DY encourages
D to translate X into outputs indistinguishable from domain Y , and vice versa
for DX and F . To further regularize the mappings, two cycle consistency losses
are introduced that capture the intuition that if we translate from one domain to
the other and back again we should arrive at where we started: (b) forward cycle-
consistency loss: x → G(x) → F (G(x)) ≈ x, and (c) backward cycle-consistency

loss: y → F (y)→ G(F (y)) ≈ y

2.4, the model includes two mappings G : X → Y and F : Y → X. In addition,

two adversarial discriminators are included DX and DY , where DX aims to distin-

guish between images x and translated images F (y); in the same way, DY aims to

discriminate between y and G(x). The objective contains two types of terms: ad-

versarial losses (30), which is similar to the used in Conditional GANs, for matching

the distribution of generated images to the data distribution in the target domain;

and cycle consistency losses (45) to prevent the learned mappings G and F from

contradicting each other.

2.6 U-Net Overview

The main idea is to supplement a usual contracting network by successive layers,

where pooling operators are replaced by upsampling operators. Hence, these layers

increase the resolution of the output. In order to localize, high resolution features

from the contracting path are combined with the upsampledoutput. A successive

convolution layer can then learn to assemble a more precise output based on this

information.
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Figure 2.5: General U-Net Architecture

One important thing in this architecture is that in the upsampling part they have also

a large number of feature channels, which allow the network to propagate context

information to higher resolution layers. As a consequence, the expansive path is

more or less symmetric to the contracting path, and yields a u-shaped architecture.

The network does not have any fully connected layers and only uses the valid part

of each convolution, i.e., the segmentation map only contains the pixels, for which

the full context is available in the input image.

For training this model the sum of cross entropy loss of every pixel of output seg-

mented map is minimized. Once the network is trained it has been shown to give

best in class results in most medical image segmentation problems. Later we will

compare its performance with our model.



Chapter 3

Discrminator based model

3.1 Introduction

In this chapter we provide detailed methodology used by the discriminator based for

semi-supervised semantic segmentation. We test our model in 2D medical imaging

datasets of retina and 3D medical imaging datasets of Brain MRI images and provide

detailed analysis of our results. We show all the theory with respect to the 3D model

which can be easily adapted to the 2D one. We extend our GAN based model to

badGANs and show how it performs differently with 2D and 3D datasets.

3.2 Methodology

The proposed architecture for the semi-supervised segmentation of 3D medical im-

ages is illustrated in Figure 3.1. In a standard segmentation model such as U-Net

(42), fully-annotated images are typically employed to train the network using a

pixel-wise loss function like cross-entropy. As mentioned above, this is not possi-

ble in our case since the number of annotated images for training is highly limited.

As in other semi-supervised segmentation approaches, we alleviate this problem by

also incorporating unlabeled images in the training process. However, unlike these

methods, we also make use of synthetic (i.e., fake) images generated by a GAN.

12
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Generator

Encoder

U-Net

Predicted patches:
Tissue classes (WM, GM, CSF) + fake

Fake patches

Unlabeled patches

Labeled patches

Noise vector

Predicted noise
mean & log-variance

+ Variational 
inference loss

Feature matching loss

Figure 3.1: Schematic explaining the working of our model. The model contains
three networks which are trained simultaneously.

To include labeled, unlabeled and fake images during training, we extend the classi-

fication approach of Dai et al. (46) to segmentation. In this GAN-based approach, a

generator network is used to produce realistic fake examples and a discriminator to

distinguish these fake examples from true data. Instead of predicting K classes, as

in standard methods, the model predicts (K+1) classes, where the additional class

corresponds to fake examples. However, as we show in following subsections, this for-

mulation can be recast back into aK-class problem using a simple re-parametrization

trick. This overall strategy helps the model give plausible predictions for unlabeled

true data by restricting its output for fake examples.

For adapting this model to the segmentation of 3D multi-modal images, several

changes must be made. During training, 3D images must be processed in smaller

sub-regions (i.e., patches) to deal with the much greater memory and computational

requirements compared to 2D images. While training patches have a fixed size, test

images may have arbitrary size. To address this issue, we make the segmentation

network to be fully-convolutional (47). Another challenge comes from the generation

of fake patches. Standard techniques for training GANs may lead to instability and

poor results, especially in the case of semi-supervised learning (48). This problem is

even more significant in the case of 3D multi-modal patches, whose distribution is
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harder to estimate with a parametric model. In addition, although generated patches

must be realistic-looking, they should be sufficiently different from true unlabeled

patches, otherwise the wrong information will be learned (46).

The following subsections provide a more detailed description of the proposed method.

We start by giving a general formulation of generative adversarial networks (GANs).

Then, we show how GANs can be used to include unlabeled and fake images in a

semi-supervised segmentation setting. Finally, we explain how the standard GAN

model is modified to fit our problem setting.

3.2.1 Center Pixel v/s Structured Prediction

There are two major paradigms for patchwise segmentation of medical images,

namely center-pixel prediction (CP) and structured prediction (SP).

Let P be the domain of sampled patches from the dataset such that any p ∼ P ∈
RH×W×D×1, where H × W × D is the resolution of the patches. Also, let Y be

the corresponding label space for P , such that for a given patch, xp, we have its

corresponding label, yp ∈ RH×W×D. yi,j,kp is the label information at location (i,

j, k) for patch xp. In case of center pixel prediction, the objective is to learn a

parametrized (θC) functional mapping, fθC : P ⇒ R1×1. Essentially this means

that given an image patch, the function returns a single scalar value to predict the

probability of the center pixel of that patch to belong to foreground or ‘vessel’ class.

θC is optimized according to,

θ∗C = arg min
θC

−
m∑
p=1

y(H/2,W/2,D/2)p log(fθC (xp))

+ (1− y(H/2,W/2,D/2)p ) log(1− fθC (xp)) (3.1)

This was the procedure we followed in (49).

In contrast, structured prediction learns a parametrized function, fθS : P ⇒ RH×W×D.

θS is optimized as,

θ∗S = arg min
θC

−
m∑
p=1

H∑
i=1

W∑
j=1

D∑
k=1

y(i,j,k)p log(fθC (xp))
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+ (1− y(i,j,k)p ) log(1− fθC (xp)) (3.2)

In this methodology, for a given image patch, the function simulteneously predicts

the probability of all the pixels in the patch belonging to the ‘vessel’ class, instead

of just the center pixel.

3.2.2 Reduced supervision with GANs

Consider a standard CNN-based model for segmenting a 3D image xH×W×D into re-

gions defined by yH×W×D. This model takes x as input and outputs a K-dimensional

vector of logits [li,1, . . . , li,K ], where K is the number of classes labels and i is the

index of image voxels. This output can be turned into class probabilities by applying

the softmax function:

pmodel(yi = j |x) =
exp(li,j)∑K
k=1 exp(li,k)

. (3.3)

In a fully-supervised setting, the model is typically trained by minimizing a segmen-

tation loss function, for instance, the cross-entropy between the true labels and the

model’s predicted probabilities.

As shown in Fig. 3.1, the proposed model extends the standard full-supervision

approach by incorporating unlabeled data and samples from the generator G during

training. Toward this goal, we label generated samples with a new class yi = K+1 and

thus increase the dimension of the segmentation model’s output to H×W×D×(K+1).

In this new formulation, pmodel(yi = K+1 |x) is the probability that voxel i of input

x is fake. Moreover, to learn the basic structure of images from unlabeled data, we

constraint the output to correspond to one of the K classes of real data, which can

be done by maximizing

Ex∼pdata(x)

H×W×D∑
i=1

log pmodel(yi ∈ {1, . . . , K} |x). (3.4)

With this, we can now define the loss functions used for training the discriminator

and generator networks.
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3.2.2.1 Discriminator loss

Suppose have a similar number of labeled, unlabeled and fake images, so that each

type of images has equal importance in training. Our discriminator loss function

can be defined as the sum of three terms:

Ldiscriminator = Llabeled + Lunlabeled + Lfake. (3.5)

The loss for labeled images is the same as in standard segmentation networks. In

this work, we consider the mean cross-entropy:

Llabeled = −Ex,y∼pdata(x,y)

H×W×D∑
i=1

log pmodel(yi |x, yi<K+1). (3.6)

In the case of unlabeled images, we maximize the term in Eq. (3.4), which is the

same as minimizing

Lunlabeled = −Ex∼pdata(x)

H×W×D∑
i=1

log
[
1− pmodel(yi = K+1 |x)

]
(3.7)

Finally, for generated images, we impose each pixel of an input patch to be predicted

as fake, and define the loss as

Lfake = −Ez∼noise
H×W×D∑

i=1

log pmodel

(
yi = K+1 |GθG(z)

)
(3.8)

In (48), it was shown that the optimal strategy for minimizing Eq. (3.5) is to have

exp[li,j] = ci(x) · p(yi = j, x), ∀j < K + 1 and exp[li,K+1] = ci(x) · pG(x), where

ci(x) is an undetermined scaling function for the i-th pixel. It was also found that

the having K + 1 outputs is an over-parameterized formulation, since subtracting

a general function f(x) from each logit does not change the output of the softmax.

By using the logit of the fake class li,K+1 as subtracted function, we obtain
[
(li,1 −

li,K+1), . . . , (li,K− li,K+1), 0
]
, and thus have only K effective (i.e., non-zero) outputs.

Employing these “normalized” logits in the softmax of Eq. (3.3) then leads to the
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following modified loss functions:

Llabeled = −Ex,y∼pdata(x,y)

H×W×D∑
i=1

log pmodel(yi |x) (3.9)

Lunlabeled = −Ex∼pdata(x)

H×W×D∑
i=1

log

[
Zi(x)

Zi(x) + 1

]
(3.10)

Lfake = −Ez∼noise

H×W×D∑
i=1

log

[
1

Zi(GθG(z)) + 1

]
(3.11)

where Zi(x) =
∑K

k=1 exp[li,k(x)].

In summary, the idea is to plug a standard state-of-the-art segmentation model in

the discriminator of the proposed network, where the labeled component of the loss

Llabeled remains unchanged (i.e, cross-entropy), and introduce two extra terms, the

unlabeled term Lunlabeled and the fake term Lfake, which are analogous to the two

components of a discriminator loss in standard GANs.

3.2.2.2 Generator loss

The most common strategy for training the generator consists in maximizing the

Lfake loss of Eq. (3.8). However, as demonstrated in (48), this can lead to instabil-

ity and poor performance in the case of semi-supervised learning. Following these

results, we instead adopt the Feature Matching (FM) loss for the generator, which

is more suited to our problem. In FM, the goal of the generator is to match the

expected value of features f(x) in an intermediate layer of the discriminator:

Lgenerator =
∥∥∥Ex∼pdata(x) f(x) − Ez∼noise f(GθG(z))

∥∥∥2
2

(3.12)

In this work, f(x) contains the activations of the second last layer of the encoding

path in our model. In preliminary experiments, we found this choice to give slightly

higher performance than using the encoder’s last layer.
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3.2.3 Complement (Bad) generator

In semi-supervised learning, having a good generator can actually deteriorate per-

formances since in this case unlabeled and fake images cannot be separated. It is

therefore desirable to have a generator that can generate samples outside the true

data manifold, which is called a complement (or bad) generator (46).

The FM generator loss, described in the previous section, works better than standard

training approaches in a semi-supervised setting because it performs distribution

matching in a weak manner. However, it may still face two significant problems.

First, since an FM-based generator can assign a significant amount of probability

mass inside the support, an optimal discriminator will incorrectly predict samples

in that region as fake. Secondly, as FM only matches first-order statistics, the

generator might end up with a trivial solution, for example, it can collapse to mean

of unlabeled features. The collapsed generator will then fail to cover some areas

between manifolds. Since the discriminator is only well-defined on the union of the

data supports of p and pG, the prediction result in such gaps is under-determined.

The first problem is less likely in our case, since multi-modal 3D patches are complex

structures to generate and, thus, it is more probable for the FM generator to sample

images outside the true data manifold. To deal with the second problem, we can

increase the entropy of the generated distribution by minimizing a modified loss for

the generator:

Lgenerator = −H (pG) +
∥∥∥Ex∼pdata(x) f(x) − Ex∼pG f(x)

∥∥∥2
2

(3.13)

As mentioned in (46), this complex loss function can be optimized using a variational

upper bound on the negative entropy (50):

− H
(
pG(x)

)
≤ − Ex,z∼pG log q(z |x). (3.14)

In this formulation, q is defined as a diagonal Gaussian with bounded variance, i.e.

q(z |x) = N (µ(x), σ2(x)) , with 0 ≤ σ(x) ≤ θ, where µ(·) and σ(·) are neural

networks.
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The overall architecture of the complement generator is illustrated in Fig. 3.1. As

presented above, the FM loss uses features from the second layer of the discrimina-

tor (i.e., the U-Net segmentation network). Moreover, the fake image generator is

paired with an encoder which learns a reverse mapping from generated images to

corresponding noise vectors. All components the architecture are trained simulta-

neously in an end-to-end manner.

3.3 Experiments with 2D medical imaging dataset

3.3.1 Architecture and optimisation

The U-Net model is used as a discriminator which consists of an encoder section

which creates a bottleneck starting from original image patch with a series of con-

volutional layers with dropout and pooling. In the decoder section, we gain back

original resolution by upsampling and deconvolutional layers. In between, there are

skip connections to concatenate lower and higher order features and easier flow of

gradients. Unless otherwise stated, we use dropout(20) with keep probability of 0.8.

Leaky Relu activation is used after every convolution with negative gradient of 0.2.

For realizing the generator, we follow the principles in (51). First, the 100D z vector

is passed through a linear layer and reshaped to a spatial resolution of W/8×W/8,

where, W ×W is the input patch resolution to the discriminator(W = 48 in our

case). Then, we follow up with three transposed convolutional layers(also commonly

known as deconvolutional layers) (52) to increase resolution by 2X in each step to

finally reach W ×W . Each layer is followed by Relu non linearity except the last

layer which used tanh non linearity to scale output values in the range [-1, 1].

We use mini batch stochastic gradient descent optimization with Adam optimizer(53)

to train both generator and discriminator network. Learning rate for both the net-

work are set to 10−4. Batch size is kept at 64 and training usually progresses for 50

epochs in about 10 hours.
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3.3.2 Datasets and Preprocessing

We conduct experiments on DRIVE (54) and STARE1 datasets. DRIVE dataset

has a clear demarcation of training and test set with 20 images in each category.

Such breakup is not provided on STARE. Following recent practice (55), we follow

a 1-held-out strategy, where we randomly select 1 image for testing and remaining

19 as train set. Results reported on STARE are average of 20 such trials.

The retinal images were converted to gray scale. It has been shown in (56) that the

green channel in color fundus imaging is most discriminative in segmenting blood

vessels. Following this, the green channel is given more weight in RGB to gray scale

conversion. The contrast of the fundus images are improved using Contrast Lim-

ited Adaptive Histogram Equalization (CLAHE) and effect of non-uniform illumina-

tion is mitigated. Further, Gamma adjustment improves segmentation performance.

Patches of resolution, 48×48 are then extracted from the images.

3.3.3 GAN Hacks

Finding Nash Equlibrium in a zero-sum minmax game such as in GANs is difficult

(often resulting in oscillations) with stochastic gradient descent updates. This is

a burning issue within GAN community. In this section, we present a detailed

ablation study on various aspects of stabilizing GAN training with a basic U-Net as

a baseline. Since The U-Net model is an essential component of many recent medical

imaging applications, our findings in this section can serve as a guideline for any

GAN based application which deploys U-Net at its core. In Table ?? we report the

AUC on DRIVE test set by training with 1K labeled samples with Feature Matching

and vanilla GAN and also comparing the efficacy of different GAN stabilization

techniques. Similar trends were also observed for STARE.

3.3.3.1 Max Pool v/s Average Pool

In an encoder-decoder architecture like the U-Net, it is common to use Max Pool

operations for spatial reduction of intermediate feature layers. This results in sparse

1Available at: http://cecas.clemson.edu/ ahoover/stare/

http://cecas.clemson.edu/~ahoover/stare/


Chapter 3. Discrminator based model 21

gradient operations which have been shown to hamper GAN training(51). Specif-

ically, a Max Pool operator, MW×W (·), operating on a receptive field of W × W

resolution of a given feature map location, F (x, y), results in finding the max value

in W ×W neighborhood.

MW×W (F (x, y)) = max{F (x− i, y − j)| i, j ∈ {−W/2, ..,W/2}} (3.15)

Instead of using Max Pool, we benefited by using Average Pooling, which also

achieves spatial reduction but with dense gradient operations. In line in notations

with Eq. 3.15, we define Average Pool operator, AW×W (·) as,

AW×W (F (x, y)) =
1

W 2

W/2∑
i=−W/2

W/2∑
j=−W/2

F (x− i, y − j) (3.16)

3.3.3.2 Normalization

Normalization of intermediate activations/weights play a decisive role in success of

training GANs. With the onset of ‘DCGAN’ (51), BatchNormalization (BN) (57)

has become the de facto choice of normalizing weights of a deep network for GAN

training. While BN indeed speeds of training of GANs, recent works, specially in

the domain of style transfer, recommends the use of Instance Normalization (IN)

(58) for better training of GANs. Our initial experiments also manifested better

efficacy of IN over BN. IN + Max Pool did not show any significant improvement

over only Max Pool which bolsters the fact that sparse gradient operations such as

Max Pool are detrimental for GAN training. We further improved the performance

by adopting the recent Weight Normalization (WN) technique proposed by Salimans

et al. (59)2. For a linear layer,

y = WTX + b, (3.17)

2Implementation available at: https://github.com/TimSalimans/weight norm

https://github.com/TimSalimans/weight_norm
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where x ∈ Rn, y ∈ Rm, W ∈ Rn×m, WN re-parametrizes W with V ∈ Rn×m and a

trainable scalar, g ∈ Rm according to,

wi =
gi

||vi||2
· vi. (3.18)

As shown in (59), decoupling of norm of the weight vector, g, from the direction of

the weight vector, v
||v|| , helps in faster(and better) convergence of stochastic gradient

descent optimization. Our GAN training also benefited using WN.

3.3.3.3 Selecting layer(s) for Feature Matching

In their original implementation, 3 Salimans et al. (60) used the penultimate layer

of the discriminator for matching features from a batch of real and fake samples. We

hypothesize that for low level vision tasks, matching features from such deeper layers

of a network is not a prudent approach. For cases in which the end task is simple

classification, such as in (60), it makes sense to only focus on higher order features

from deeper parts of the network. Features essential for classification are agnostic

to local perturbations. But in our case, the fully convolutional discriminator is

responsible for semantic segmentation - assigning class label to each pixel of a patch.

This requires low level information along with high level features. In fact, our initial

experiments with feature matching on the penultimate layer of discriminator yielded

the worst AUC performance. It appears that selecting the extremely shallow or deep

layer hurts the performance. It is prudent to match intermediate layers for our low

level vision task. The proof of concepts learnt so far on 2D medical images were also

extended on 3D medical images experiments, unless otherwise stated.

3.3.4 Comparison with State-of-the-art

In Tables 4.1 and 4.2 we compare performance of our U-Net GAN model with the

vanilla U-Net model 4. At full supervision with 60K labeled samples, the vanilla

U-Net achives AUC of 0.97 on DRIVE and 0.96 on STARE and thus U-Net serves

3Available at: https://github.com/openai/improved-gan
4Implementation adapted from https://github.com/orobix/retina-unet

https://github.com/openai/improved-gan
https://github.com/orobix/retina-unet
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Table 3.1: Comparison of competing supervised and semi supervised methods
on DRIVE dataset.

Genre Method Annotated Patches
0.5K 1K 3K 10K

Dasgupta et al.(61) 0.85 0.87 0.89 0.92
Supervised Liskowski et al.(55) 0.83 0.84 0.87 0.92

U-Net 0.89 0.90 0.92 0.95
Semi Supervised Lahiri et al. (49) 0.82 0.84 0.85 0.93

Proposed (SP) 0.92 0.94 0.96 0.97

as a very strong baseline for supervised training. At very low number of annotated

patches, our model consistently outperforms U-Net across both datasets. Also, we

gain distinct gain over our previous semi-supervised framework (49). We also com-

pared against two contemporary benchmark supervised benchmark models of (61)

and (55) and achieved consistent gains at different levels of annotation on both

datasets. The current work thus sets up a new benchmark for such low annotation

retinal vessel segmentation across two real life fundus datasets.

Table 3.2: Comparison of competing supervised and semi supervised methods
on STARE dataset.

Genre Method Annotated Patches
0.5K 1K 3K 10K

Dasgupta et al.(61) 0.82 0.84 0.87 0.91
Supervised Liskowski et al.(55) 0.84 0.86 0.89 0.93

U-Net 0.86 0.89 0.90 0.94
Semi Supervised Lahiri et al. (49) 0.80 0.81 0.83 0.90

Proposed (SP) 0.90 0.92 0.94 0.96

3.4 Experiments with 3D medical imaging dataset

3.4.1 Materials

The proposed model is evaluated on the challenging tasks of segmenting infant and

adult brain tissue from multi-modal 3D magnetic resonance images (MRI). The goal

of our experiments is two-fold. First, we assess our GAN-based model in a few-shot

learning scenario, where only a few training subjects are provided. Our objective is

to provide performance similar to that of full-supervision, while using only 1 or 2
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Figure 3.2: Some sample visualizations of segmented vessels on DRIVE and
STARE dataset at 0.5K patch annotation budget. For each figure, we also show
a zoomed up section. The effect is more pronounced on STARE dataset which

consists of data from patient group with various opthalmic disorders.

training subjects. Second, since the application of GANs to semi-supervised learn-

ing, and particularly to segmentation, is a new topic, we conduct experiments to

measure to impact of various GAN techniques (e.g., feature matching, complemen-

tary generator, etc.) on segmentation accuracy. Before presenting results, we give

details on the dataset, evaluation metrics and implementation used in the experi-

ments.
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Figure 3.3: Some sample visualizations of segmented vessels on DRIVE and
STARE dataset at 1K patch annotation budget. For each figure, we also show
a zoomed up section. The effect is more pronounced on STARE dataset which

consists of data from patient group with various opthalmic disorders.

3.4.1.1 Dataset

We first used data from the iSEG-2017 Challenge on infant brain MRI segmentation

(62). The goal of this challenge is to compare (semi-) automatic algorithms for the

segmentation of infant (∼6 months) T1- and T2-weighted brain MRI scans into three

tissue classes: white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF).

This dataset was chosen to substantiate our proposed method: it contains the 3D

multi-modal brain MRI data of only 10 labeled subjects, each one requiring about

a week to annotate manually. Additionally, 13 unlabeled testing subjects are also
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provided. To further validate results, we also tested our method on segmenting adult

brain tissues (i.e., WM, GM, CSF) from the MRBrains-2013 (63) Challenge dataset,

which contains the T1, T1-IR and FLAIR scans of 20 adult subjects. Ground truth

labels are provided for only 5 training subjects, which form the training set. The

test set contains the unlabeled scans of the 15 remaining subjects.

3.4.1.2 Evaluation

Segmentation accuracy is assessed using two well-known metrics, respectively mea-

suring spatial overlap and surface distance (64):

• Dice similarity coefficient (DSC): This widely-used metric compares segmented

volumes based on their overlap. Given a reference segmentation Sref , the DSC

of a predicted segmentation Spred is defined as

DSC =
2 |Spred ∩ Sref |
|Spred|+ |Sref |

. (3.19)

DSC values range between 0 and 1, with 1 corresponding to a perfect overlap.

• Average Symmetric Surface Distance (ASD): This metric computes an average

of distances from points on a surface to the nearest point on another surface.

Let Bref and Bpred be the reference and predicted segmentation boundaries, it

can be defined as

ASD =
1

N

 ∑
x∈Bpred

d(x,Bref) +
∑
x∈Bref

d(x,Bpred)

 , (3.20)

where N = |Bpred|+|Bref |.

3.4.2 Implementation Details

3.4.2.1 Architecture

The state-of-art 3D U-Net (65) model was chosen as segmentation network in our ar-

chitecture. In order to use this model in the proposed GAN framework, the following
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changes were made:

• Batch-normalization (21) was replaced by weight-normalization (66), since the

former had detrimental effect on GAN training for semi-supervised learning.

• As suggested in (48), ReLUs were changed to leaky ReLUs, allowing a small

gradient for non-active units (i.e., units whose output is below zero).

• Max pooling was replaced by average pooling, as it leads to sparse gradient

which was shown to hamper GAN training.

These modifications to 3D U-Net have helped make the training more stable and

improve the performance. Other elements of the discriminator’s architecture are the

same as in the original U-Net.

For generating 3D patches, we chose the volume generator proposed by Wu et al.

(67), which was shown to provide good results for various types of 3D objects. This

model leverages the power of both general-adversarial modeling and volumetric con-

volutional networks to generate realistic 3D shapes. For implementing the encoder,

we used a standard three-layer 3D CNN architecture, whose output vector is twice

the size of the generator’s input noise vector. This network estimates the mean and

standard deviation of the noise vector from which the given image is generated. It

was found during preliminary experiments that using batch normalization in the

generator and encoder gives best results. Therefore, this normalization setting was

used for our GAN-based model.

3.4.2.2 Training

To train the proposed GAN based model, the 10 labeled subjects data (i.e., exam-

ples) of the iSEG-2017 dataset were split into training (1 or 2 examples), validation

(1 example) and testing (7 fixed examples). The 13 unlabeled examples of the testing

dataset were instead used to train the GAN.

Similarly, for the MR Brains 2013 dataset, the 5 labeled examples were split into

1 training, 1 validation and 3 testing examples, respectively. As before, the 15

unlabeled subject data were used as unlabeled data for training the GAN.
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As preprocessing, N4 bias field correction was applied to images, followed by in-

tensity normalization. To train the model, 32×32×32 patches were extracted from

3D scans with a step size of 8 voxels in each dimension. This serves two purposes:

reduce computational requirements compared to employing whole 3D images, and

increase the number and diversity of training examples. No other data augmenta-

tion was used, as our goal is to compare the performance of the two models in a

few-shot learning scenario, not to achieve state-of-the-art performance on the tested

datasets. The Adam optimizer was employed for mini-batch stochastic gradient

descent (SGD), with a batch size of 30. For all networks (i.e., U-Net based discrim-

inator, generator and encoder), we used a learning rate of 0.0001 and a momentum

of 0.5.

(a) White Matter (b) Gray Matter

(c) Cerebrospinal Fluid

Figure 3.4: DSC of U-Net and our FM GAN model when training with an
increasing number of labeled examples from the iSEG-2017 dataset. Performance
is measured on 4 test examples, and a single validation example is used during
training. For our GAN-based model, the 13 unlabeled examples of the dataset

are also employed during training.
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Figure 3.5: Feature Matching loss of bad-GAN and FM GAN models, measured
at different training epochs.

3.4.3 Detailed analysis of GAN models

3.4.4 Few-shot learning with FM GAN

To validate the proposed model in a few-shot learning scenario, we trained it end-

to-end with only 1 or 2 training examples. The objective is to show that, when

training with few labeled examples, our model outperforms U-Net and gives per-

formance close to full-supervision without data augmentation. While training, the

model is validated with a single labeled example, thus making the total number of

labeled examples no greater than 3. To reduce bias while estimating performance,

we repeated this process with 3 different combinations of training and validation

examples, while keeping the 7 test examples fixed, and report the average result.

Table 3.4 & 3.5 give the mean DSC and ASD obtained by the 3D U-Net modi-

fied as described in Section 3.4.2.1 (Basic U-Net), and our proposed model with

standard adversarial loss (Normal GAN), feature matching (FM GAN), or the com-

plementary GAN model of Section 3.2.3 (bad-GAN). Results are reported for 1 and

2 labeled training examples. We see that the proposed GAN-based method signif-

icantly outperforms basic U-Net when a single labeled example is available, with
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Table 3.3: DSC and ASD (mm) results on 7 test images and 1 training image
from the iSEG 2016 dataset. Best results are highlighted in bold.

Method WM GM CSF

DSC ASD DSC ASD DSC ASD

U-Net 0.61 1.89 0.49 2.25 0.80 0.60

Ours (normal GAN) 0.66 1.75 0.62 1.91 0.81 0.62

Ours (FM GAN) 0.74 0.82 0.72 0.85 0.89 0.27

Ours (bad-GAN) 0.69 1.20 0.68 1.33 0.86 0.39

Table 3.4: DSC and ASD (mm) results on 7 test images and 2 training image
from the iSEG 2016 dataset. Best results are highlighted in bold.

Method WM GM CSF

DSC ASD DSC ASD DSC ASD

U-Net 0.68 1.43 0.62 1.79 0.82 0.59

Ours (normal-GAN) 0.71 0.96 0.72 0.89 0.82 0.51

Ours (FM GAN) 0.80 0.54 0.80 0.58 0.88 0.25

Ours (bad-GAN) 0.74 0.69 0.76 0.66 0.84 0.41

DSC improvements of 5-8% for WM, 13-23% for GM, and 1-9% for CSF. Impor-

tant improvements are also observed for 2 labeled examples, with a DSC increase of

3-12%, 10-18% and 1-6% for WM, GM and CSF, respectively. Similarly, we see a

significant reduction in ASD for both cases.

Comparing the different GAN models, we find that feature matching (without en-

tropy term) yields the best performance, for all tissue classes and test cases. Com-

pared to bad-GAN, it provides DSC improvements of 5% for WM, 4% for GM and

3% for CSF, in the case of 1 labeled example, and improvements of 6% for WM,

4% for GM and 4% for CSF, when 2 labeled examples are employed. In the next

section, we analyze in greater detail the behavior of these two GAN models to better

understand these results.

Next, we evaluate the impact of supervision on the performance of 3D U-Net and

FM GAN by increasing the number of labeled images in training from 1 to 5. Results
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of these experiments are plotted in Figure 3.4. In this experiment, we used a single

validation example and a fixed set of 4 test examples.

It can be seen that, compared to U-Net, FM GAN gives a higher or equal DSC in

all cases, and that the accuracy of models is comparable for 5 labeled examples.

Although 5 examples seems like a relatively small number, one should remember

that networks are trained using patches sampled over these images, and thus these

networks see thousands of training patches.

To visually appreciate the performance of the proposed model, Figure 3.6 shows

the segmentation output of Basic U-Net and FM GAN for two different subjects,

when training with 1, 2 or 5 labeled examples. If 1 or 2 labeled examples are used,

standard U-Net gives poor results, showing the inability of this model to work in

a few shot learning scenario. In contrast, FM GAN can better learn the structure

of brain tissues by using unlabeled images. Moreover, following the results of Fig.

3.4, we see that the segmentation of FM GAN is visually similar to U-Net when 5

labeled images are employed in training.

Results of the previous experiment showed the proposed model to outperform stan-

dard U-Net when very few labeled images are provided in training. In this section,

we try to explain how the unlabeled and fake components of the loss function enable

such improvements. Moreover, we analyze the tested GAN models to determine

which elements contribute to having accurate segmentations.

Figure 3.7 plots the training losses of U-Net and our FM GAN model, at different

training epochs, when using a single labeled example. For U-Net, we show the cross-

entropy loss of Eq. (3.6) and validation error (i.e., mean percentage of incorrectly

predicted voxels in randomly selected patches of validation images). In the case of

FM GAN, we also report the unlabeled image of Eq. (3.7) and fake image loss of

Eq. (3.8). These plots clearly show how U-Net, being a high-capacity model, quickly

overfits the data. In contrast, our FM GAN model also learns from unlabeled and

generated data and, hence, generalizes better the validation data.

To better asses the impact on segmentation of adding unlabeled and generated im-

ages, Table 3.5 gives the mean unlabeled and fake loss of the discriminator computed

over test data. For this experiment, we extracted labeled patches from test images

and generated an equal number of fake patches with the different GAN models. The
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Table 3.5: Mean unlabeled and fake loss computed over patches extracted from
test images, when training with 2 labeled examples. Best results highlighted in

bold.

Method Unlabeled loss Fake loss

Basic U-Net 0.004 3.6

Ours (normal GAN) 0.0015 0.0060

Ours (FM GAN) 0.0014 0.0020

Ours (bad-GAN) 0.0012 0.0052

high fake loss value of simple U-Net confirms that this model cannot discriminate

between real and fake data. This limitation of U-Net can also been seen in Fig. 3.8,

which gives the predicted probabilities of U-Net and our FM GAN model for a fake

input patch. Unlike U-Net, the proposed model gives a fake class probability near

to 1 (i.e., white color) for all voxels of the patch.

Table 3.6: DSC and ASD (mm) results on 3 test images and 1 training image
from the MRBrains 2013 dataset. Best results are highlighted in bold.

Method
WM GM CSF

DSC ASD DSC ASD DSC ASD

U-Net 0.66 1.78 0.67 1.75 0.44 3.30

Ours (FM GAN) 0.75 0.96 0.72 1.10 0.55 2.04

Our results indicate that FM GAN outperforms the more complex bad-GAN model

(see Table 3.4 and Fig. 4.2), which also adds an entropy term to have a more

diverse distribution of generated examples. For bad-GAN, we only incorporated the

variational inference (VI) loss, as the low density enforcement term was not relevant

in our setting given the poor sample quality. It was found that adding the VI term

(46) does not improve the performance of FM GAN for semi-supervised 3D image

segmentation. One possible explanation for this is the poor sample quality, which is

further aggravated when increasing the entropy.

Figure 3.5 plots the feature matching loss for both the FM GAN and bad-GAN

models. It can be seen that the feature matching loss of FM GAN converges quickly
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and remains less than that of bad-GAN, indicating a better sample generation.

Patches generated by bad-GAN have a higher chance of being far from the true

distribution and, hence, we may fail to learn a discriminator with a tight boundary

of the true manifold. For example, there might be generated patches which are

outside the true manifold but classified as true by the discriminator. This can also

be seen in Table 3.5, where the average fake loss of bad-GAN is greater than that

of FM GAN. Overall, the fake loss has an important contribution to performance

in semi-supervised segmentation. It should produce samples that are different from

true unlabeled images, while remaining close enough so that the discriminator learns

useful information.

3.4.5 Validation on MR Brains dataset

To validate our results, we also ran similar experiments on the MR Brains dataset

using just 1 training example, the results of which are listed in Table 4.4. As in

previous experiments, we see that the proposed technique outperforms standard U-

Net, with DSC improvements of 13.6% for WM, 7.5% for GM, and 34% for CSF.

Likewise, our technique also yields a significant reduction in ASD: 46% for WM,

37% for GM, and 38% for CSF. These results suggest the usefulness of our method

for across different 3D multi-modal segmentation tasks.
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T1-weighted MRI

U-NetGround truth Ours (FM GAN)

1 training image

5 training images

SUBJECT 9

(a) Sub9

T1-weighted MRI

U-NetGround truth Ours (FM GAN)

2 training images

5 training images

SUBJECT 10

(b) Sub10

Figure 3.6: Visual comparison of the segmentation by each model, for two test
subjects of the iSEG-2017 dataset, when training with different numbers of labeled

examples.
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(a) U-Net

(b) Ours (FM GAN)

Figure 3.7: Loss of U-Net and our FM Gan model at different training epochs,
measured on a random subset of validation patches.



Chapter 3. Discrminator based model 36

(a) U-Net (b) Our model

Figure 3.8: Fake class probability predicted by U-Net and our FM GAN model
for an input fake patch. Note that patches are 3D, and a single 2D slice is shown

here for visualization purposes.

Ground truth FM GAN normal GAN bad-GANGround truth FM GANnormal GAN bad-GAN

Figure 3.9: Segmentation of Subject 10 of the iSEG-2017 dataset predicted by
different GAN-based models, when trained with 2 labeled images. The red box
highlights a region in the ground truth where all these models give noticeable

differences.



Chapter 4

Generator based model

4.1 Introduction

4.1.1 Generator based segmentation model

The second proposed architecture for the semi-supervised segmentation of medical

images is illustrated in Figure 4.1.In this technique we place the segmenter network

as a generator. We also consider a dummy network which learns to generate images

from groundtruth. This idea is based on the concept of cycle-GAN (44) which is the

best state of the art technique to learn unpaired image to image translation. We

try learn an unpaired translation between unlabeled images and the ground truth

of labeled images which provides us with the extra information about leaning how

to segment the images of that dataset. We simultaneously train two generator and

two discriminator network like a normal cycle GAN. The detailed theory behind this

model is explained in the next section.

4.1.2 Methodology

Now we will formally write the losses and show how the model is trained in semi-

supervised fashion. Before that let us present the entire architecture of the proposed

model and define a few parameters. As shown in Figure 4.1 there are four major

37
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Figure 4.1: Schematic explaining the working of our second model. The model
contains four networks which are trained simultaneously.

networks in our model: two discriminator networks- Discriminator 1(DS) & Discrim-

inator 2( DI) and two generator- Image to Prediction network( GIS) & Prediction

to Image network( GSI). In the given problem we assume that there are three dis-

tribution of images: Labeled Images (ILab), Paired Ground Truth of labeled images

(SLab) and unlabeled images (IUnlab). We use standard cross entropy loss to learn

the corresponding output prediction of Labeled image dataset. The equation shows

the cross entropy loss as a function of network GIS

LCrossEntropy(GIS) = −Ei,s∼ILab,SLab
[log(pGIS(s|i))] (4.1)

As we have another generator network GSI which learns a mapping from the pre-

dictions back to the image, we also use a stardard pixelwise L1 norm between the

image and the generated image to compute the loss as a function of network GSI

LNorm(GSI) = Es,i∼SLab,ILab
[log(‖GSI(s)− i‖))] (4.2)

Both these loss component constitutes the supervised loss and now we will compute
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the unsupervised loss. We first feed the GIS network unlabeled image and obtain

predicted out of that unlabeled image. We then pass the predicted output through

GSI network to reconstruct back the actual image. Meanwhile we compute an ad-

versarial loss by passing the discriminator both predicted output and actual ground

truths.

LUnlabadv(GIS, DS) = Es∼SLab
[logDS(s)] + Ei∼IUnlab

[log(1−Ds(GIS(i)))] (4.3)

Finally we compute the loss in an entire cycle by taking a norm between the actual

unlabelled image and reconstructed image. The expression for the same is given

below:

LCycle(GIS, GSI) = Ei∼IUnlab
[‖GSI(GIS(i))− i‖]+Es∼SLab

[‖GIS(GSI(s))− s‖] (4.4)

We combine all the component of losses and calculate the total loss. All the four

networks are trained simultaneously. The discriminator and the generator plays a

minmax game where both GIS and GSI try to minimize the total loss while DS and

DI maximize it.

LTotal =LUnlabadv(GIS, DS) + LUnlabadv(GSI , DI) + γLCrossEntropy(GIS)

+ γLNorm(GSI) + λLCycle(GIS, GSI)
(4.5)

argminGIS ,GSI
argmaxDS ,DI

LTotal (4.6)

4.2 Experiments with 2D medical imaging dataset

We chose the same dataset which is used in the previous chapter and same network

architecture for the image to prediction generator to have a fair performance. For

ground truth to image generation we used a Res-Net generator. For discriminator

we chose a normal 3 layered patch discriminator. Even for this experiment we took

patches instead of the entire image and performed the experiments. We kept the

same batch size and optimizer. We compare the results of using cycleGAN with other



Chapter 3. Generator based model 40

Table 4.1: Comparison of competing supervised and semi supervised methods
on DRIVE dataset.(AUC values reported)

Genre Method Annotated Patches
0.5K 1K 3K 10K

Dasgupta et al.(61) 0.85 0.87 0.89 0.92
Supervised Liskowski et al.(55) 0.83 0.84 0.87 0.92

U-Net 0.89 0.90 0.92 0.95
Semi Supervised Lahiri et al. (49) 0.82 0.84 0.85 0.93

Proposed model(FM GAN) 0.92 0.94 0.96 0.965
Proposed model(bad GAN) 0.926 0.945 0.96 0.965
Proposed model(cycle GAN) 0.935 0.95 0.965 0.97

state of the art techniques and the proposed idea which is provided in the previous

chapter. It is clear from both the tables that for 2D medical image segmentation the

cycleGAN technique provides the best results after bad-GAN and FM-GAN based

methods. In the next section we validate something similar for the 3D medical image

segmentation task.

Table 4.2: Comparison of competing supervised and semi supervised methods
on STARE dataset.(AUC values reported)

Genre Method Annotated Patches
0.5K 1K 3K 10K

Dasgupta et al.(61) 0.82 0.84 0.87 0.91
Supervised Liskowski et al.(55) 0.84 0.86 0.89 0.93

U-Net 0.86 0.89 0.90 0.94
Semi Supervised Lahiri et al. (49) 0.80 0.81 0.83 0.90

Proposed model(FM GAN) 0.90 0.92 0.94 0.96
Proposed model(bad GAN) 0.91 0.923 0.943 0.96
Proposed model(cycle GAN) 0.924 0.94 0.95 0.965

4.3 Experiments with 3D medical imaging dataset

Again for this part we took the same dataset and run the experiments to test our

new model. We used 3D U-Net for GIS and 3D Res-Net for GSI . Also, for the

discriminator we used a standard 3D discrimnator. We report our results in the

following tables:
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Table 4.3: DSC and ASD (mm) results on 7 test images and 1 training image
from the iSEG 2016 dataset. Best results are highlighted in bold.

Method WM GM CSF

DSC ASD DSC ASD DSC ASD

U-Net 0.61 1.89 0.49 2.25 0.80 0.60

Ours (normal GAN) 0.71 0.96 0.72 0.89 0.82 0.51

Ours (FM GAN) 0.74 0.82 0.72 0.85 0.89 0.27

Ours (bad-GAN) 0.69 1.20 0.68 1.33 0.86 0.39

Ours (cycle GAN) 0.79 0.76 0.78 0.75 0.92 0.16

Table 4.4: DSC and ASD (mm) results on 3 test images and 1 training image
from the MRBrains 2013 dataset. Best results are highlighted in bold.

Method WM GM CSF

DSC ASD DSC ASD DSC ASD

U-Net 0.66 1.78 0.67 1.75 0.44 3.30

Ours (FM GAN) 0.75 0.96 0.72 1.10 0.55 2.04

Ours (cycle GAN) 0.79 0.86 0.76 0.95 0.61 1.60

For iSEG dataset we show comparison between all the proposed techniques and

their performances. Below we provide an image for visual comparison of a subject

between all the techniques for iSEG dataset.

4.4 Conclusion and Future Work

We presented multiple methods for segmenting both 2D and 3D multi-modal medi-

cal images, which can achieve performances comparable to full-supervision with only

a few training samples using semi-supervised learning. In both the techniques, we

showed how the method uses unlabeled data to prevent over-fitting and learn in

a semi-supervised manner, by learning to discriminate between true and generated

fake patches in first case and learning an extra unpaired translation between unla-

beled images and labeled ground truths. The proposed models can be employed to
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Figure 4.2: Segmentation of Subject 10 of the iSEG-2017 dataset predicted by
different GAN-based models, when trained with 2 labeled images. The red box
highlights a region in the ground truth where all these models give noticeable

differences.

enhance any segmentation network in a low data setting, where the network fails

to produce a good segmentation output. It also provides a new technique for few-

shot learning, obviating the need for an initial pre-trained network by leveraging

the semi-supervised learning ability of GANs. Moreover, results on the DRIVE,

STARE, iSEG-2017 and MRBrains 2013 datasets showed our method’s potential for

reducing the burden of acquiring annotated medical data or any segmentation data

in general. Our experiments explored different GAN based architectures and their

impact on segmentation performance. We showed empirically that cycle GAN based

model performs better than the other GAN based models for segmenting images in

a semi-supervised fashion. This work can be further extended in future to design

new techniques for semi-supervised semantic segmentation. The cycleGAN based

technique can be explored further theoretically which will give us more insights on

how it is the most efficient algorithm.
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